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In this article, an exact solution of the Navier–Stokes equations is presented for the motion of an incompressible

viscousfluid in a channelwith arbitrary pressure distribution.Ageneralization is pursuedby expressing the pressure

signal in terms of Fourier coefficients. The flow is characterized by two principal parameters: the pulsation

parameter based on the periodic pressure gradient, and the kinetic Reynolds number based on the pulsation

frequency. By way of verification, it is shown that for large kinetic Reynolds numbers, the Poiseuille flow may be

recovered. Conversely, the purely oscillatory solution by Rott is regained for large pulsation parameters. For

sinusoidal pulsations, the flow rate is determined and comparedwith the steady flow analog obtained under the same

pressure gradient. The amount of flow amplification or attenuation is determined as a function of frequency and

pulsation parameters. For large frequencies, the maximum flow rate is evaluated and related to the pulsation

parameter. By characterizing the velocity, vorticity, and shear stress distributions, cases of flow reversal are

identified. Conditions leading to flow reversal are delineated for small and large kinetic Reynolds numbers in both

planar and axisymmetric chambers. For an appreciable pulsation rate, we find that the flow reverses when the

pulsation parameter is increased to the point of exceeding the Stokes number. By evaluating the skin friction

coefficient and its limiting value, design criteria for minimizing viscous losses are realized. The optimal frequency

that maximizes the flow rate during pulsing is also determined. Finally, to elucidate the effect of curvature,

comparisons between planar and axisymmetric flow results are undertaken. The family of exact solutions presented

here can thus be useful in verifying and validating computational models of complex unsteady motions in both

propulsive and nonpropulsive applications. They can also be used to guide the design of fuel injectors and controlled

experiments aimed at investigating the transitional behavior of periodic flows.

I. Introduction

P ULSATORY motions arise in a number of captivating
applications involving periodic flow propagation and control

[1–10]. Pulsing promotes mixing and therefore mass and heat
exchange with the boundaries. Pulsing also reduces surface fouling
by facilitating solid particle migration. In the propulsion community,
oscillatory flows, which form a subset of pulsatory motions, are
routinely used to describe the aeroacoustic field in solid rocket
motors [11]. This is especially true of past [12] and recent models
[13,14] that have been integrated into combustion stability
calculations [15–18]. In other applications, pulse control is used to
improve the design of mixers [19], induce particle agglomeration,
and facilitate pollutant removal. In recent years, it has been explored
in the design of various thermoacoustic devices [20–23].

Clearly, pulsatory flow theory has been the topic of intense
research over several decades [24]. In fact, the first mathematical
treatment of a simple oscillatory motion may be traced back to
Stokes’ second problem [25,26]. Both theoretical and experimental
studies have, of course, followed, and a summary of their earlier
accounts may be found in the surveys by Rott [1] andWhite [2]. Two
particular studies that have been universally cited are those by
Womersley [3,4] andUchida [5]. The former is known for presenting
the purely oscillatory solution in a viscous tube, whereas the latter is
known for developing a generalized pulsatory solution from which
Womersley’s formulation may be recovered as a special case.

It should be noted that the 1928–1956 era witnessed the
development of several solutions for periodic motions preceding
Uchida’s [5] work. Accordingly, the first treatment of the oscillatory
flow problem of an incompressible fluid in a rigid tube subject to a
time-varying pressure gradient may be attributed to Grace [27]. His
axisymmetric solution is represented in the form of Kelvin functions.
The same oscillatory solution was later obtained independently by
Sexl [28], Szymanski [29], and Lambossy [30] in 1930, 1932, and
1952, respectively. Grace [27] was perhaps the first to note that the
maximum velocity at any cross section shifts away from the
centerline with successive increases in the shear wave number.
Experimental verification was provided shortly thereafter by
Richardson and Tyler [31]. They reported an annular region near the
wall where peak velocities could be observed. The velocity
overshoot later came to be known as the Richardson annular effect.
The shear wave number has also been referred to as Womersley or
Stokes number and its square has been termed frequency parameter,
pulsating flow Reynolds number, oscillation, or kinetic Reynolds
number. For values of the shear wave number in excess of five, the
peak velocity occurred near the wall, thus leading the centerline
motion due to the presence of alternating pressure. These studies
culminated in Uchida’s analysis [5] for arbitrary, time-dependent,
axial pressure gradients in pulsatory pipe flows.

In short, Uchida’s technique [5] combines the concepts of Fourier
decomposition of a complex pressure signal into individual modes
and the linearity of the incompressible Navier–Stokes equation for
strictly parallel flows. Through linearity, a summation taken over the
harmonic frequencies that compose the imposed waveform can thus
be used to construct a general solution.

Other theoretical studies by Rao and Devanathan [6] and Hall [7]
have used perturbations to develop the pulsatory formulation in a
tube with slowly varying cross sections. Also, Ray et al. [32] have
considered the inverse problem inwhich the pulsatingmass flow rate
is specified in lieu of the pressure gradient. Furthermore, these
researchers have conducted well-controlled experiments to confirm
the validity of their models. In similar context, Das and Arakeri [33]
andMuntges andMajdalani [34] have presented analytical solutions
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for the fully developed pulsatory motion driven by a prescribed,
time-dependent, volumetric flow rate. Others have incorporated the
effects of viscoelasticity [8], wall porosity [9], and wall compliance
[10].

It should be noted that, except for Uchida’s work in a circular tube
[5], other studies have considered the pulsatory motion to be induced
by a sinusoidal forcing function of a single-valued frequency. This
includes Wang’s simplified model of a porous channel wherein the
crossflow velocity is taken to be constant throughout the channel [9].
As reaffirmed by Ray et al. [32], no generalization has been carried
out in the channel configuration despite its relevance and direct
application to practical ducts and laboratory simulations performed
in a planar, windowed environment [35,36]. The channelflowanalog
is clearly useful in modeling slit flows [37], T burners, and
combustion chambers with slab propellants [38].

In extending Uchida’s work [5], this article will present the exact
solution of the two-dimensional Navier–Stokes equations for a
channel in which an arbitrary pressure gradient is established. In the
process, a comparison with Uchida’s generalization will be carried
out, so that differences due to curvature effects are illuminated. The
analysis will also seek simple closed-form approximations, which
are otherwise unavailable in the literature, to describe the principal
flow attributes under both axisymmetric and planar configurations.
After implementing an original normalization approach that helps to
reduce the number of diagrams needed to characterize the problem,
closed-form solutions for several salient flow features are derived.
These include, for a given set of frequency and pulsation parameters:
the flow amplification or attenuation caused by the alternating
pressure, the skin friction coefficient, the velocity and vorticity
evolutions, the amplitude and phase lag of the shearing stress with
respect to the driving pressure gradient, and the conditions leading to
flow reversal. These parameters are relevant to several applications
ranging from propulsion to biomedical science.

In biologically inspired flows, fluctuating stresses can influence
the responsiveness of endothelial cells [39] so profoundly that their
accurate determination in a pulsatory environment is considered in a
number of investigations concerned with the characterization of
atherosclerosis [40–42]. As one cause of this disease is associated
with abnormalities in fluctuating stresses [43], identification of the
role of flow dynamics is commensurate with pulsatory flow
attributes. These are essential to the proper characterization of
mechanically assisted respiration [44], hemodialysis in artificial
kidneys [9], and peristaltic transport [45]. The same can be said of the
purely oscillatory respiratory flow in the larger airways.

In the propulsion community, oscillatory flows are continually
used to describe the aeroacoustic field in rocket motors. This is
especially true of past [12] and recent models [13] that have been
considered in modeling rocket internal ballistics. The interested
reader may refer, in that regard, to the works of Chu et al. [46], Apte
and Yang [47,48], Majdalani and Roh [17], and Majdalani and Van
Moorhem [18]. A characteristic feature of analytical models for
oscillatory motions is the linearization of the Navier–Stokes
equations before applying perturbative tools to describe the
fluctuatingfield and the relativemagnitude of the oscillatory pressure
with respect to the mean chamber value (here, the pulsation
parameter). In comparison to previous oscillatory flow studies that
have relied on linearizations [13,17,18], the parallel flow assumption
will enable us to obtain an exact solution that is applicable over a
wide range of operating parameters. Specifically, it will no longer be
contingent on small amplitude oscillations but rather applicable to an
arbitrarily large pulsation parameter.

To proceed, the fundamental equations will be simplified in Sec. II
by introducing the assumptions of fluid incompressibility and axial
flow. The absence of a transverse velocity component leads to a fully
developed profile and the cancellation of nonlinear convective terms.
This immediate simplification permits the superposition of temporal
features associated with pulsatory motions on the steady and fully
developed channel flow. The axial pressure gradient is then
expressed, via Fourier series, in terms of sinusoidal functions of time.
Normalization and manipulation of the Fourier series follows,
leading to a complete representation for the velocity, vorticity, and

shearing stresses. In Sec. III, results are presented and occasionally
compared with their axisymmetric counterparts. In closing, some
comments are given in Sec. IV, along with an outlook toward future
research.

II. Formulation

A. Mathematical Model

We consider the incompressible periodic flow in a rectangular
channel of height 2a and width b. The channel is assumed to be
sufficiently long and wide to justify the use of a two-dimensional
planar model. We further assume that the pulsatory character is
induced by some well-defined pressure gradient caused by “pistons
at infinity” [1]. In seeking a laminar solution, we specifically exclude
the issue of hydrodynamic instability.

As usual, we take a viscous fluid with density �, viscosity
���� �=��, and Cartesian velocity components u and v in the x and
y directions. In this study, y will be the normal coordinate measured
from the channel’s midsection plane. Because the walls are
impermeable, the velocity field is everywhere parallel to the x axis.
By the same token, the normal velocity v vanishes. The continuity
equation becomes

@

@x
��u� � 0 (1)

Since u cannot vary in the streamwise direction, one must have
u� u�y; t� or a fully developed periodic profile. When external
forces are ignored, the Navier–Stokes equations reduce to

@u

@t
�� 1

�

@p

@x
� � @

2u

@y2
(2)

0�� 1

�

@p

@y
(3)

Equation (2) indicates that the pressure gradient must be invariant in
x when u is fully developed. Additionally, Eq. (3) renders
p� p�x; t�. The only form that fulfills Eqs. (2) and (3) is, therefore,

@p

@x
� @p
@x
�t� (4)

B. Fourier Representation

To accommodate a generally unsteady flow motion caused by
some pulsative action, the gradient of the pressure force per unitmass
may be equated to an arbitrary function of time; specifically, onemay
put

� 1

�

@p

@x
� p0 �

X1
n�1

pcn cos�!nt� �
X1
n�1

psn sin�!nt� (5)

where p0 stands for the steady part of the pressure gradient, and pcn
and psn represent the cosine and sine amplitudes of a harmonic
forcing function. In the interest of brevity, we put pn � pcn � ipsn
and write

� 1

�

@p

@x
� p0 �

X1
n�1

pn exp�i!nt� (6)

As usual, the real part of Eq. (6) represents the meaningful solution.
Along similar lines, the velocity can be expanded as

u� u0 �
X1
n�1

ucn cos�!nt� �
X1
n�1

usn sin�!nt� (7)

where u0 stands for the steady part of the velocity, and ucn and usn
denote the cosine and sine amplitudes in the corresponding Fourier
series. Letting un � ucn � iusn, Eq. (7) becomes
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u� u0 �
X1
n�1

un exp�i!nt� (8)

where the meaningful part is real.

C. Exact Solution

By substituting Eqs. (6) and (8) back into Eq. (2), mean and time-
dependent terms may be grouped and segregated. One obtains

X1
n�1

exp�i!nt�
�
i!nun � �

d2un
dy2
� pn

�
� p0 � �

d2u0
dy2
� 0 (9)

yielding

d2u0
dy2
� p0

�
� 0 and

d2un
dy2
� i!nun

�
� pn
�
� 0 (10)

The preceding set can be readily solved. One finds

�
u0 �� 1

2
p0y

2=�� C1y� C2

un �� i
!n
pn � C3n sinh�y

�������������
i!n=�

p
� � C4n cosh�y

�������������
i!n=�

p
�
(11)

In view of linearity, one may combine the elements of Eq. (11) to
render

u��p0y
2

2�
� C1y� C2 �

X1
n�1

�
� ipn
!n
� C3n sinh

�
y

��������
i!n

�

r �

� C4n cosh

�
y

��������
i!n

�

r ��
ei!nt (12)

By imposing the appropriate boundary conditions, the remaining
constants may be fully determined. For example, at y� 0, symmetry
demands that @u=@y� 0. It follows that

� p0y=�� C1 �
X1
n�1

�
C4n

�������������
i!n=�

p
sinh�y

�������������
i!n=�

p
�

� C3n

�������������
i!n=�

p
cosh�y

�������������
i!n=�

p
�
�
eiwnt � 0 (13)

hence,

C1 �
X1
n�1
�C3n

�������������
i!n=�

p
� exp�i!nt� � 0; 8 t or C1 � C3n � 0

(14)

Next, parallel motion must be suppressed at y� a by setting u� 0.
This implies

� 1

2
a2p0=�� C2

�
X1
n�1
�C4n cosh�a

�������������
i!n=�

p
� ipn=�!n�� exp�i!nt� � 0 (15)

giving

C2 �
1

2
a2p0=�; C4n �

ipn

!n cosh�a
�������������
i!n=�

p
�

(16)

At length, one uses backward substitution to deduce the key
expression:

u�y; t� � p0

2�
�a2 � y2� � i

X1
n�1

pn
!n

�
cosh�y

�������������
i!n=�

p
�

cosh�a
�������������
i!n=�

p
�
� 1

�
ei!nt

(17)

Note the distinct differences between Eq. (17) and Uchida’s classic
solution, reproduced as Eq. (49) in Sec. III.B.

D. Special Case of an Oscillatory Pressure

Given that oscillatory solutions constitute a subset of pulsatory
representations, it may be useful to verify that the oscillatory channel
flow solution may be restored from Eq. (17). We thus recall the
classic theoretical coverage of time-dependent laminar flows by Rott
[1] (cf. pp. 401–402). In particular, we consider the oscillatory
channel flow that is governed by

� 1

�

@p

@x
� K exp�i!nt� (18)

In view of Eq. (6), this special case corresponds to

p0 � 0; p1 � K; pn � 0; n � 2 (19)

Direct substitution into Eq. (17) gives

u�y; t� � Ke
i!t

i!

�
1 � cosh�y

�������������
i!n=�

p
�

cosh�a
�������������
i!n=�

p
�

�
(20)

which is identical to Eqs. (3) and (4) in Rott [1]. One may also verify
that, for quasi-steady conditions, the fully developed Poiseuille
profile may be restored from Eq. (20). This can be realized by
extracting the small frequency limit, namely,

lim
!!0

Kei!t

i!

�
1 � cosh�y

�������������
i!n=�

p
�

cosh�a
�������������
i!n=�

p
�

�
� K

2�
�a2 � y2� (21)

E. Volumetric Flow Rate

The volumetric flow rate at any cross section can be determined
from

Q�t� � 2

Z
a

0

ub dy (22)

whence

Q�t� � 2p0a
3b

3�
� 2ab

!
i
X1
n�1

pn
n

�
tanh�a

�������������
i!n=�

p
�

a
�������������
i!n=�

p � 1

�
ei!nt

� 2p0a
3b

3�
� 2ab

!

X1
n�1

���������������������
p2
cn � p2

sn

p
n

	
�
tanh�a

�������������
i!n=�

p
�

a
�������������
i!n=�

p � 1

�
ei�!nt���

1
2�� (23)

where �� tan�1�psn=pcn�. Furthermore, for !a2=� > 10, one may
put

tanh�a
�������������
i!n=�

p
�

a
�������������
i!n=�

p � 1
 1

a
�������������
i!n=�

p � 1

� 1�������
ikn
p � 1��1� 1��������

2kn
p � i��������

2kn
p (24)

In the foregoing, k is the dimensionless frequency or kinetic
Reynolds number [2,49]. It is related to other dimensionless groups
via

k � !a
2

�
� �2 � 2�2S (25)

where� and�S are theWomersley andStokes numbers, respectively.
It should be noted that k is also known as the frequency parameter
[1,7–9] or the oscillation Reynolds number [10]. In arterial flows, the
Womersley number falls around 3.3 with a corresponding k
 11
[3,4]. In propulsive applications, k is quite large [50], ranging from
104 to 108. Consequently, Eq. (23) becomes
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Q�t� 
 2a3b

3�
p0 � 2

ab

!

X1
n�1

Qn�t� (26)

where "� tan�1�
��������
2kn
p

� 1��1 is generally small and

Qn�t� �
���������������������
p2
cn � p2

sn

p
n

�
1 � 2��������

2kn
p � 1

kn

�1
2

ei�!nt���
1
2��"�

� pn
n

�
1 � 2��������

2kn
p � 1

kn

�1
2

ei�!nt�
1
2��"� (27)

In conformancewith the theory of period flows, it can be seen that the
flow rate lags the pressure gradient by 90 deg at large frequencies.

To calculate the maximum flow rate in a given cycle, the time
corresponding to maximum Qn�t� may be calculated by setting
@Qn�tmax�=@t� 0. For sufficiently large k, one gets

tmax �
1

!n

�
tan�1

�
psn
pcn

�
� �

2
� tan�1

�
1��������

2kn
p

� 1

��


 1

!n

�
tan�1

�
psn
pcn

�
� �

2

�
(28)

Clearly, tmax varies with the mode number n to the extent that each
individual contribution Qn will peak at a different time. Computing
the time for which the overall sum Q�t� is largest becomes a root
finding problem that may be relegated to a numerical routine.
Nonetheless, special cases may be considered for which all Fourier
modes Qn�t� reach their peak at the same time, tmax � 0, 8 n. This
condition is characteristic of the family of solutions for which the
Fourier coefficients are of the type

pcn � 0 and psn < 0; 8 n � 1 (29)

The corresponding psn=pcn �� tan��=2�, and so tmax � 0. The
resulting flow rate becomes

Qmax �
2p0a

3b

3�
� 2ab

!
i
X1
n�1

pn
n

�
tanh�

�������
ikn
p

��������
ikn
p � 1

�
(30)

and so, approximately,

Qmax 

2p0a

3b

3�

� 2ab

!

X1
n�1

���������������������
p2
cn � p2

sn

p
n

�
1 � 2��������

2kn
p � 1

kn

�1
2

; k > 10

(31)

It may be interesting to note that the mean volumetric flow at a given
cross section may be determined by integrating over a cycle, viz.,

Q0 �
!

2�

Z 2�
!

0

dt

Z
a

0

2ub dy (32)

where 2�=! represents a period. Using Eq. (17) and integrating, one
gets Q0 � 2

3
p0a

3b=�. The result coincides with the volumetric flow

rate of a steady Poiseuille profile in a channel with a pressure gradient
of @p=@x���p0. The attendant simplification follows from the
cancellation of the oscillatory part while averaging.

F. Normalized Velocity

The time-averaged velocity at any cross section may be calculated
from U�Q0=�2ab� � 1

3
a2p0=�. This mean value coincides with

the average Poiseuille velocity for the same mean flow conditions.
Choosing U as a basis for normalization, the nondimensional
expression for Eq. (17) becomes

u� � u

U
� 3

2
�1 � �2� � 3i

X1
n�1

Pn
kn

�
cosh��

�������
ikn
p

�
cosh�

�������
ikn
p

�
� 1

�
einT (33)

where

� � y=a; T � !t; Pcn � pcn=p0

Psn � psn=p0; and Pn � Pcn � iPsn
(34)

At this point, the physical part of Eq. (33) may be extracted and
written as

u� � 3

2
�1 � �2� � 3k�1

X1
n�1

n�1�An�Pcn cos nT � Psn sin nT �

� Bn�Psn cos nT � Pcn sin nT� � Pcn sinnT � Psn cos nT �
(35)

where An and Bn are given by

8><
>:
An � �cos��	� sin	 cosh��	� sinh	 � sin��	� cos	 sinh��	� cosh	�=D
Bn � �cos��	� cos	 cosh��	� cosh	� sin��	� sin	 sinh��	� sinh	�=D
D� cos2	cosh2	� sin2	sinh2	; 	 �

�����������
kn=2

p (36)

In the limit as k! 0, it can be readily shown (e.g., using symbolic
programming) that Eq. (33) reduces to the equivalent Poiseuille
form:

u� � 3

2

�
1�

X1
n�1

Pn

�
�1 � �2� (37)

It follows that the exact solution presented here can suitably
reproduce both steady and purely oscillatory flow conditions.

G. Relative Volumetric Flow Rate

Equation (37) indicates that, for a steady Poiseuille flow to exhibit
the same pressure gradient as that of a pulsatory flow, the mean
pressure in the equivalent steady-state problem must be set equal to

psteady � p0

�
1�

X1
n�1

Pn

�
(38)

From Eq. (32), one realizes that, for the same pressure gradient, the
volumetric flow rate of a steady channel flow will be

Qsteady �
2a3b

3�
psteady �

2p0a
3b

3�

�
1�

X1
n�1

Pn

�
(39)
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Recalling Eq. (30), one can evaluate the ratio of the maximum
volumetric flow (due to a periodic pressure gradient) to the
corresponding steady flow. Based on Eqs. (29) and (30), one finds

Q� � Qmax

Qsteady

�
�
1� 3i

X1
n�1

Pn
kn

�
tanh

�������
ikn
p�������
ikn
p � 1

���
1�

X1
n�1

Pn

��1
(40)

For k > 10, this expression is reducible to

Q� 

�
1� 3

��
i
p X1

n�1

Pn

�kn�32

�
1 �

�������
ikn
p ���

1�
X1
n�1

Pn

��1
(41)

or, if its real part is needed,

Q� � 1� 3

k

X1
n�1

���������������������
P2
cn � P2

sn

p
n

�
1 � 2��������

2kn
p � 1

kn

�1
2

�
1�

X1
n�1

Pn

��1
(42)

Equation (41) will be used in the next section to evaluate the
asymptotic value of Q� in the limit as k 1.

III. Results and Discussion

For the sake of discussion, two special cases for the pressure
forcing function are considered. The first corresponds to a purely
sinusoidal (odd) function that satisfies the requirement established by
Eq. (29), specifically with pcn � 0 and psn < 0, 8 n:

psn �
psn
p0

�
�
�’; n� 1

0; n ≠ 1
Pcn �

pcn
p0

� 0 �case 1�

(43)

The second case corresponds to a mixed pressure gradient involving
two harmonic components, namely,

Psn � Pcn �
�
’; n� 1

0; n ≠ 1
�case 2� (44)

Here, ’ is the pulsation parameter representing the relative
importance of the oscillatory pressure gradient with respect to the
steady flow contribution. The forms suggested by Eqs. (43) and (44)
correspond to sinusoidal pulses that are ubiquitously used in
modeling periodic motions [1–5].

A. Flow Attenuation

For case 1, Eq. (40) may be expressed strictly in terms of the
frequency and pulsation parameters. After some algebra, one finds

Q� � 1

k�1� ’2�

�
k� 3’

� 3’�����
2k
p �1� ’� sin�

�������
2k�

p
� �1 � ’� sinh�

�����
2k
p
�

cos�
�����
2k
p
� � cosh�

�����
2k
p
�

�
(45)

The behavior ofQ� is illustrated in Fig. 1 over a range of frequencies
and pulsation parameters. This graph confers the general diminution
inflow ratemodulus (i.e., its maximumvalue in either direction) with
respect to the Poiseuille flow having the same pressure gradient. The
reduction inQ� becomes more important as ’ is increased from 0.01
to 100. This is due to the larger contribution of the oscillatory flow
component with successive increases in pulse-pressure gradients.
Because a self-canceling oscillatory motion does not contribute to a
positive volumetric flow rate, increasing the reciprocating part leads
to a reduction in Q�. For ’ � 0:01, pulsatory effects become
negligible and Q� approaches the steady-state value of unity.
Conversely, for ’ � 100, the solution exhibits steeply trailing curves
that are characteristic of a nearly oscillatory flow. These observations
are in agreement with former studies in channels and pipes that have

considered harmonic motions prescribed by single frequencies and
pulsation ratios [1–4,6–10]. In our study, the pulsation-dependent
curves become closely spaced with successive increases in ’.
Because increasing the pulse-pressure gradient ’ leads to a
predominantly oscillatory solution, it can be argued that increasing
the frequency can have a similar impact insofar as it carries the
solution further away from its steady-state condition. Consequently,
a depreciation inQ� is generally observed with successive increases
in frequency. This diminishment with k becomes more rapid at
higher ’ when the periodic component of the pressure gradient is
intensified. Note that,8’,Q� levels off asymptotically in k to a fixed
“inviscid” limit. In all cases, this inviscid limit Q�min may be
determined by extracting the expansion of Eq. (41) for an infinitely
large k. The result is

Q�min �
�
1�

X1
n�1

Pn

��1
� 1

1� ’2 (46)

The last part of Eq. (46) corresponds to the harmonic motion
described by Eq. (43). Thus, for ’� 1, one obtains a value of
Q�min � 0:5. This prediction matches the value depicted graphically
in Fig. 1. On the other side of the spectrum, slow oscillations are
manifested by reducing k. Specifically, as k! 0, periodicity
becomes virtually absent, to the point of precipitating a quasi-steady
solution. However, before the steady-state solution is regained, a
slight overshoot inQ� may be observed so long as k � 2:4743. This
permits the determination of the optimal frequency k� that is capable
of inducing the maximum possible flow at a given pressure pulsation
ratio. Using perturbation tools, one obtains, within four significant
digit accuracy,

k� � 47; 685

19; 274
’

� �����������������������������������
1� 269; 836

270; 215
’�2

r
� 1

�
(47)

Conversely, given a prescribed frequency, the optimal pulsation
ratio that permits achieving the largest flow may be calculated from

’� � 21

17k
� 9637

47; 685
k� 87; 019

1:738833525 	 109
k3 (48)

Although each curve in Fig. 1 exhibits its own maximum, the largest
value over the entire range of operating parameters occurs at ’� �
0:577329 and k� � 1:42711 where Q�max � 1:12353.

B. Comparison with Uchida’s Axisymmetric Solution [5]

Because of the important role of Q� in characterizing pulsatory
flows [1–5,7–9], the analysis previously presented can be repeated

Fig. 1 Effect of varying the frequency and pulsation parameters k and
’ on Q� � Qmax=Qsteady; Q

� is the ratio of the maximum flow due to a

given pulsatory pressure to the corresponding steady Poiseuille flow for
the same pressure gradient. Results are shown for sinusoidal pulsations

in both channels (solid lines) and tubes (broken lines).
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for a circular tube of radius a. Using r to represent the radial
coordinate in the axisymmetric flow setting, one can write after
Uchida [5],

u�r; t� � p0

4�
�a2 � r2� � i

X1
n�1

pn
!n

�
I0�r

�������������
i!n=�

p
�

I0�a
�������������
i!n=�

p � 1

�
ei!nt (49)

where I0 is themodified Bessel function of the first kind. Dividing by
the mean speed U� a2p0=�8�� one recuperates

u� � 2�1 � �2� � 8i
X1
n�1

Pn
kn

�
I0��

�������
ikn
p

I0�
�������
ikn
p

�
� 1

�
einT ; � � r=a

(50)

Following Eqs. (38–41), the maximum flow rate for the specified pn
can be calculated from

Q� �
�
1� 8i

X1
n�1

Pn
kn

�
2�������
ikn
p I1�

�������
ikn
p

�
I0�

�������
ikn
p

�
� 1

���
1�

X1
n�1

Pn

��1
(51)

Then, based on the large-argument expansions [51],(
I0�x� � 1������

2�x
p ex�1� 1

8
x�1 � 9

32
x�2 � 75

1024
x�3 � � � ��

I1�x� � 1������
2�x
p ex�1 � 3

8
x�1 � 15

32
x�2 � 105

1024
x�3 � � � ��

(52)

one may use I1=I0 
 1 � �1=2�x�1 and set, for k > 10,

Q� 

�
1� 8

��
i
p X1

n�1

Pn

�kn�32

�
2 � 1�������

ikn
p �

�������
ikn
p ���

1�
X1
n�1

Pn

��1
(53)

Recalling that curvature effects become negligible as k!1, it is
not surprising that the same inviscid Q�min is regained as before in
Eq. (46). The difference in this case is that Q� approaches Q�min less
rapidly than in the channel. This behavior is reflected in the dashed
lines of Fig. 1. For k � 5:86, a slight overshoot inQ� is observed, as
in the planar case. Using similar arguments as before, an optimal
frequency k� can be obtained for which the flow rate is maximized at
a given pulsation ratio. One finds

k� � 990

169
’

� ����������������������������
1� 5408

5445
’�2

r
� 1

�
(54)

The corresponding pulsation parameter that permits achieving the
peak value Q�max at a given frequency may be similarly determined.
One retrieves

’� � 32

11k
� 169

1980
k� 33; 241

1:7563392 	 109
k3 (55)

In the axisymmetric problem, Q�max � 1:12125 is the largest
realizable flow rate induced at ’� � 0:5772 and k� � 3:365. The
ability to tune the frequency and pressure pulsation parameters to
maximize the flowduring pulsing is a clearly desirable characteristic.

C. Velocity Pattern

In the remainder of this study, conditions corresponding to case 2
are used with two nonvanishing harmonic components. This is done
in the interest of clarity, owing to the large number of choices that
may be suitable for discussion.

The evolution of the velocity given by Eqs. (35) and (44) is
illustrated in Figs. 2 and 3 over a range of pulsation and frequency
parameters. For each combination of ’ and k, the velocity is
displayed at 12 equally spaced time lines. In Fig. 2, the pulsation
parameter is fixed at ’� 1. This results in an oscillatory flow
component that is comparable in size to the steady part, especially at
low frequency. In Fig. 2a, k� 1, and so the oscillatory component is
large enough that a negative velocity is realized during a portion of

the cycle. When k is increased to 2.6681 in Fig. 2b, pulses are more
closely spaced, and the reciprocating velocity component nearly
cancels the steady part at one time in the cycle. This precludes the
appearance of flow reversal. When k is further increased to 10 in
Fig. 2c, both the spatial frequency and amplitude of the oscillatory
wave are diminished to the point of producing a quasi-steady profile.
As the frequency parameter is further increased to 100 in Fig. 2d, the
periodic contribution becomes negligible. This case marks the
beginning of the fully developed Poiseuille flow behavior. Hereafter,
the flow becomes predominantly steady.

The effect of varying the pulsation parameter at constant k is
illustrated in Fig. 3 where ’ is reduced from 100 to 0.1. In Fig. 3a, the
pulse-pressure gradient is large, relative to its steady counterpart.
Under this circumstance, the steady (unidirectional) flow

a)

b)

c)

d)

Timelines are shown for degT ω= t,
 0  30  60  90  120  150

 180  210  240  270  300  330

Fig. 2 Nondimensional velocity profiles for ’� 1 and a kinetic

Reynolds number of a) 1, b) 2.67, c) 10, and d) 100.
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contribution is negligible. The ensuing flow becomes strongly
oscillatory, as indicated by the symmetrical time lines in Fig. 3a. The
same may be extrapolated for ’ > 100. In fact, for sufficiently large
pulsation ratios, the velocity maximum does not occur in the
midplane but near the wall, where a mild overshoot may be detected.
This overshoot is characteristic of oscillatory flows and has often
been named after Richardson [52].

It should be noted that, as the pulsation parameter is reduced to
10 in Fig. 3b, the steady flow contribution is no longer negligible.
This is evidenced by the asymmetry in the resulting time lines. As ’
is further decreased to 0.1 in Fig. 3c, the pulsation role is reversed.
The pulse-pressure gradient is now small in comparison to the
steady counterpart. Consequently, a quasi-steady solution is
realized. Any further decreases in ’ lead to a practically steady flow
solution.

D. Vorticity Evolution

From Eq. (33), the vorticity field can be calculated to be

�� � � @u
�

@�
� 3�� 3

X1
n�1

Pne
inT�������
ikn
p sinh��

�������
ikn
p

�
cosh

�������
ikn
p (56)

For the illustrative case specified by Eq. (44), the normalized
vorticity time lines are described over a pulsation period in Figs. 4
and 5. Because vorticity is linearly proportional to the shear stress,
these plots can be useful in understanding the behavior of the viscous
stress as well.

In Fig. 4, the effect of varying the frequency parameter is
examined at constant ’� 1. As shown in Fig. 4a, the vorticity
amplitude is large at low frequency. Because of the large
oscillatory contribution, vorticity can turn negative, indicating a
sign reversal in the direction of rotation. This effect is most
pronounced at the surface where it is accompanied, during portions
of the cycle, by a reversal in the direction of shear. As the pulsation
frequency is increased in Fig. 4b to k� 2:6681, the reversal in
vorticity is no longer noticeable. Both vorticity and shear become
unidirectional. This behavior is more pronounced in Fig. 4c where
k is increased to 10; at this frequency, vorticity time lines are more
closely spaced. Their spacing and amplitude continue to diminish
as k is elevated.

The influence of pulse-pressure gradients on vorticity and shear is
examined in Fig. 5 where ’ is dropped from 100 to 0.1 at constant k.
The large pulse-pressure contribution in Fig. 5a leads to a
symmetrical, fully reciprocating vortical character whereby vorticity
(and shear) switch direction during half of the cycle. However, when
’ is decreased to 10 and below, asymmetry begins to appear because
of the growth in the steady pulse contribution. As illustrated in
Fig. 5b, unsteady fluctuations in vorticity and shear become
miniscule for ’ � 0:1. Resulting time-traces gradually collapse
closer and closer to the linear distribution connected with a steady,
parabolic solution.

E. Skin Friction

By virtue of Eq. (35), the local state of stress exerted by the fluid
can be determined from

a)

b)

c)

Fig. 3 Nondimensional velocity profiles for k� 10 and a pulsation
parameter of a) 100, b) 10, and c) 0.1. Time lines are shown using a

constant increment of 30 deg as indicated in Fig. 2.

a)

b)

c)

Fig. 4 Nondimensional vorticity profiles for ’� 1 and a kinetic

Reynolds number of a) 1, b) 2.67, and c) 10. Time lines have their usual

significance.

1418 MAJDALANI






�U2 ���
@u

@y
�� �

Ua

@u�

@�
� 2

Re
�� � 3�2

a3p0

�� (57)

where Re� 2aU=� is the mean flow Reynolds number.
Equation (57) confirms that shear and vorticity are linearly
proportional. Instantaneous frictional forces on the wall can be
calculated from


w
�U2 �

9�2

a3p0

�
1�

X1
n�1

Pn
tanh�

�������
ikn
p

��������
ikn
p einT

�
(58)

or


� � 
w
�ap0

� 1�
X1
n�1

Pn
tanh�

�������
ikn
p

��������
ikn
p einT � 1

3
���a; T� (59)

Figure 6 describes the normalized shear stress along the walls of
the channel as function of dimensionless time, T � !t. This is
performed over one pulsation period and for a range of k and ’
corresponding to the case specified by Eq. (44). It should be noted
that the same graphmay be used to interpret the vorticity oscillations
along the wall since ���a� � 3
�. In Fig. 6a, increasing the
frequency parameter at constant ’� 1 leads to a faster attenuation of
the stress curves. The latter become more closely packed and flatten
out eventually at sufficiently high frequencies. The dampening in
shear is commensurate with the reduction in velocity and vorticity
amplitudes as pulses become more closely spaced. For k� 1, 2, the
sign reversal in shear indicates a reversal in the direction of motion.
However, for k > 2:6681 and’� 1, a sign reversal is no longer seen.
This observation is in agreement with the velocity and vorticity
characters described earlier. When ’ is varied in Fig. 6b at fixed
k� 10, a reversal in the sign of shear and, therefore,flowdirection, is
observed for ’ > 2:2234. As the pulse-pressure gradient is reduced
below unity, the shear curves begin to level off. For ’ � 0:1, the
shear curve is flat, signaling the establishment of steady flow
conditions. Similar trends characterize the axisymmetric flow in a
tube where the higher surface shear may be calculated from


w
�U2 �

32�2

a3p0

�
1� 2

X1
n�1

�
Pne

inT�������
ikn
p I1�

�������
ikn
p

�
I0�

�������
ikn
p

�

��
(60)

For the cylindrical configuration, one finds���a� � 4
�, indicating
that vorticity at the wall is larger than its planar-flow counterpart by
one 
�.

F. Flow Reversal

1. Planar Case

Since 
� vanisheswhen theflow switches polarity, the criterion for
flow reversal can be determined fromEq. (58). Accordingly, reversal
will occur when

Re

�
1�

X1
n�1

exp�inT�Pn
tanh

�������
ikn
p�������
ikn
p

�
� 0 (61)

This condition necessitates a sufficiently large pulsation parameter,
namely, one that satisfies

’ � Re��1
2
�1� i�

�����
ik
p

coth
�����
ik
p

exp��iT�� (62)

In a given cycle, one realizes that the minimum value of ’ required to
cause flow reversal occurs at

Tmin � �� tan�1
�
sinh

�����
2k
p

sin
�����
2k
p

�
(63)

This value yields the minimum possible 
w in a period. Substitution
into Eq. (62) provides the reverse-flow criterion,

’ � Ref1
2
�1� i�

�����
ik
p

coth
�����
ik
p

exp��itan�1�sinh
�����
2k
p

= sin
�����
2k
p
��g
(64)

For small and large k, simple approximations can be obtained over
the entire range of frequencies. Noting that

tan �1
�
sinh

�����
2k
p

sin
�����
2k
p

�
!
�

1
4
�� 1

3
k; k! 0

1
2
�; k!1 (65)

one finds

a)

b)

Fig. 6 Effect of varying the frequency and pulsation parameters k and
’ on the normalized shear stress at the wall, �� � �=��ap0�. This is done
at constant a) ’� 1 and b) k� 10.

a)

b)

Fig. 5 Vorticity profiles for k� 10 and a pulsation parameter ’ of

a) 100 and b) 0.1. Time lines have their usual significance.
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3
k sin

�
1
3
k

��
; k � 3:74782174������

1
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k

q
� �S; k > 3:74782174

(66)

These compact expressions entail a maximum error of 12.6% at
k� 3:7478. Above this value, the flow reverses when the pulsation
parameter ’ just exceeds the Stokes number �S. The relative errors in
these approximations drop quickly to 1.9 and 0.55% for k � 1 and
k � 10, respectively. At k� 100, the relative error is just under
7:17 	 10�9. This makes Eq. (66) practically equivalent to Eq. (64).
Both exact and approximate predictions are plotted in Fig. 7 where
the region of flow reversal is delineated.

2. Axisymmetric Case

For the tube flow problem, the reverse-flow region may be
quantified as well. Based on Eq. (60), one imposes

’ � Re��1
4
�1� i�

�����
ik
p

I0�
�����
ik
p
� exp��iT�=I1�

�����
ik
p
�� (67)

To make further headway, it is necessary to determine the time for
which the right-hand side of Eq. (67) reaches a minimum. One finds

Tmin � �� tan�1�; �� I
Im
0 I

Im
1 � IRe0 IRe1

IRe0 I
Im
1 � IIm0 IRe1

(68)

where the suppressed argument of the modified Bessel functions is�����
ik
p

; also, superscripts are everywhere used to denote real and
imaginary parts. Despite the complexity of�, it can be shown, after
some algebra, that

�� 1� 1

4
k� 1

32
k2 � 1

512
k3 � � � � (69)

Accordingly, reversal will be manifested when

’ � Re�1
4
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�����
ik
p
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�����
ik
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� exp��i��=I1�

�����
ik
p
�� (70)

This criterion can be replaced by convenient approximations that
exhibit a maximum relative error of 4.06% at their upper and lower
bounds. Thus, by noting that

tan �1�!
�

1
4
�� 1

8
k; k! 0

1
2
�; k!1 (71)

one extracts
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(72)

As shown in Fig. 7, it takes less pulse-pressure at the same frequency
parameter to induce flow reversal in a tube than in a channel.

G. Friction Coefficient

1. Planar Case

Based on Eqs. (58) and (63), it is possible to determine the
maximum skin friction in a cycle. This enables us to use the ratio
CF � 
max=
steady to convey the relative importance of surface
friction in a pulsatory flow versus a steady flow with the same
pressure gradient. For the case at hand, CF may be determined from

CF �
1� eiTmax’�1 � i� tanh�

�����
ik
p
�=

�����
ik
p

1� ’�1 � i�e1
4�i

Tmax � tan�1
�
sinh

�����
2k
p

sin
�����
2k
p

� (73)

Themeaningful part ofCF is shown inFig. 8a at several pulsation and
frequency parameters. Near k
 0, a quasi-steady behavior is
expected with CF 
 1. As the frequency parameter is further
increased, CF decreases due to the trailing role of viscosity.
Eventually, an asymptotic limit is reached at sufficiently large
frequencies. This lower limit is weakly dependent on the frequency
parameter and may be calculated from

CFL �
1� ’

��������
2=k

p
1� ’

���
2
p (74)

2. Axisymmetric Case

In the axisymmetric problem, one may follow the same lines by
setting

Fig. 7 Identification of flow reversal conditions as function of k and ’.
The solid line delineates the region of flow reversal; the broken and

chained lines correspond to the small and large asymptotic

approximations. Results are for sinusoidal pulsations in both channels

and tubes.

a)

b)

Fig. 8 Effect of varying the frequency and pulsation parameters k and
’on a) the normalized friction coefficient andb) the amplitude andphase

of the periodic friction force along the walls. The phase lag is measured

with respect to the periodic pressure gradient.
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CF �
1� 2eitan

�1�’�1 � i�I1=�
�����
ik
p

I0�
1� ’�1 � i�e1

4�i
(75)

By analogy with the steady planar-axisymmetric flow differences, it
is not surprising that friction due to pulsatory motion in a tube is
mildly larger than that in a channel. This is seen in Fig. 8a and can be
further confirmed by examining the large frequency limit of the
friction coefficient. In fact, from Eqs. (71) and (75), one arrives at

CFL �
1� ’�

��������
8=k

p
� 1=k�

1� ’
���
2
p (76)

which is strictly larger than its planar-flow counterpart. Despite
having different initial slopes, it is interesting that both Eqs. (74) and
(76) approach the same limit, �1� ’

���
2
p
��1, as k!1.

The accurate prediction of the skin friction coefficient and its
limiting value can be invaluable in design optimization [49]. By
virtue of Eqs. (73–76), one is now able to select an operating
frequency that triggers the desired motion, while maintaining an
acceptable percentage of the minimum possible amount of energy
loss. An optimum frequencymay thus be calculated by balancing the
cost of producing a given pulsation rate with the cost of overcoming
frictional losses.

H. Amplitude and Phase Lag

1. Planar Case

Besides the friction coefficient, one may evaluate the often
referred to amplitude and phase lag of the shearing stress with respect
to the driving pressure gradient [49]. To do so, one rewrites Eq. (59)
in phasor form by putting
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Physically, � and � represent the amplitude of thewall shearing stress
and its phase lag from the pulse-pressure gradientP1. The asymptotic
approximations for small and large k exhibit a maximum relative
error of 0.049%. Graphically, they are indiscernible from the exact
expressions.

As shown by the solid lines in Fig. 8b, � decreases at larger kinetic
Reynolds numbers. The phase lag, however, increases from 0 to 1

4
�

as the frequency is boosted.

2. Axisymmetric Case

When the same analysis is repeated for the axisymmetric setting,
one obtains

� � 2���
k
p

�������������������������������
�IRe1 �2 � �IIm1 �2
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(80)

where the asymptotic equivalents are derived in an effort to
overcome the obscurity of the exact result. These approximations
entail an endpoint error of 0.10%. The phase angle can also be

evaluated from
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16
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(81)

where the expansions exhibit an endpoint error of 3.9%. As shown in
Fig. 8b, both� and � approach their large k limits of zero and 1

4
�more

gradually than in the channel flow analog. In fact, this behavior may
be deduced from Eqs. (80) and (81). In both cases, the phase lag
between shear and the pressure gradient is virtually insignificant at
low frequencies and approaches 45 deg at high frequencies.

It should be noted that the axisymmetric results developed here
reproduce Uchida’s pulsatory case [5]. They also agree fairly well
with the experimental data for surface friction acquired in the recent
study of a fully reciprocating flow in a tube [49]. However, no
experimental results could be found to compare with the channel
flow solution given here for � and �. In this vein, it is hoped that
further investigations using controlled experiments of periodic flows
could be pursued.

IV. Conclusions

As affirmed by Ray et al. [32], the present article extends the work
of Uchida [5] for channel flows by providing results that are
otherwise unavailable in the literature. The analysis enables us to
quantify several flow attributes at different pulsation parameters.
These include salient features that have not been elucidated before.
From the expressions entailed for arbitrary pressure gradients in
channels and tubes, classic solutions are regained under the limiting
conditions that accompany quasi-steady and purely oscillatory
behavior. For those solutions that have been previously obtained in
an axisymmetric setting, additional features are illuminated.
Whenever possible, exact expressions are produced along with
nearly equivalent engineering approximations. These include flow
attenuation rates, velocities, vorticities, friction coefficients, and
phase angles measured with respect to the periodic pressure pulse.
Furthermore, the minimum friction coefficient is derived explicitly
as a function of the pulsation parameter, and flow reversal is
delineated for both axisymmetric and planar flows. In the interest of
clarity, comparisons between tube and channel flow properties are
brought into perspective. The illustrative case chosen here entails
sinusoidal pulsations that are commonly used in practice. In fact, the
steps we have undertaken may be repeated in the treatment of more
realistic problems in which sophisticated pressure gradients may
arise. This is owed to the Fourier analysis, which is fully capable of
mapping an arbitrary pressure gradient. Insofar as thefinal solution is
secured in terms of Fourier coefficients, it constitutes a generalization
of previous studies based on simple harmonic pulsations.

Aside from its fundamental relevance to the fluid dynamics of
periodic flows, the present analysis exposes several characteristic
parameters that can be used in a variety of technological applications.
These include the development of precise control mechanisms (such
as injectors or electronically actuated valves) in studies involving
pulse flow velocimetry, laminar-to-turbulent flow transition, fuel
injector optimization, mechanically assisted respiration, reverse
osmosis, and acoustic wave propagation. Work in this direction is
already underway, as some of the parameters described here are
being considered in guiding and planning controlled experimental
and numerical investigations of pulsatory flow with prescribed
pressure or mass flow rates. Examples include those carried out by
Ray et al. [32], Ünsal and Durst [53], Ünsal et al. [54,55], and Durst
et al. [56].

In the future, it is hoped that the more challenging treatment of a
channel with porouswalls, variable cross sections, immiscible fluids,
and viscoelastic fluids may be separately examined. It is also hoped
that experimental data for the pulsatory channel flow will be made
available to allow for useful comparisons. Recent work in this
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direction by Ray et al. [32] and Durst et al. [57,58] has proven quite
instrumental in validating both analytical and numerical solutions of
well-controlled periodic flows.
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