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The compressible motion of gases has long been connected with high energy yield devices such as combustors, jet engines, turbines, and rocket motors. Most available formulations for this high speed gaseous environment lead to coupled nonlinear PDEs. While their integration requires the use of numerical methods, their stability and convergence remain conditional on the stiffness of the system. In seeking reduced-order models, it has become customary to introduce specific assumptions that simplify the problem’s complexity without sacrificing its fundamental physical attributes. Examples include the variety of low-Mach number models for subsonic combustion and atmospheric flows, or the high-Mach number schemes used in the treatment of hypersonic motions. The ensuing approximations constitute limiting process expressions of the original equations and are often accompanied by their own stability and convergence criteria. Another reduction in complexity may be accomplished by relaxing certain physical constraints or implementing simplifying assumptions that correspond, if the situation permits, to inviscid, adiabatic, and non-reactive models. A classic example is the study of acoustic instability in solid rocket motors where some analyses consider the flow to be irrotational. For the variety of reasons mentioned, we consider in this work the limiting potential case of the compressible gaseous motion not only in propulsion devices, such as rockets and other confined thrust chambers, but also in external aerodynamic flows as well. In this spirit, we derive the equations of motion for a steady, irrotational, compressible fluid in coordinate-independent vector form. We accomplish this using two approaches, one based on the velocity potential, and the other using the streamfunction formulation. In both instances, the spatial dependence of the speed of sound is eliminated in favor of its stagnation value. This key aspect of the present framework enables us to systematically apply the Rayleigh-Janzen asymptotic technique to explicitly solve the compressible potential equations in the low-Mach number limit. While the procedure is rather straightforward with the velocity potential, auxiliary relations are required when using the streamfunction approach. By way of example, the two formulations developed here are implemented to the extent of producing analytical approximations for two geometric settings associated with the irrotational compressible flowfields in planar and cylindrical rocket motors.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>velocity field</td>
</tr>
<tr>
<td>( x )</td>
<td>spatial coordinate</td>
</tr>
<tr>
<td>( c )</td>
<td>speed of sound</td>
</tr>
<tr>
<td>( M )</td>
<td>Mach number</td>
</tr>
<tr>
<td>( p )</td>
<td>pressure</td>
</tr>
</tbody>
</table>

Greek:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>velocity potential, ( u = \nabla \phi )</td>
</tr>
<tr>
<td>( \psi )</td>
<td>streamfunction</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density</td>
</tr>
</tbody>
</table>

Subscripts:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>dimensional variable</td>
</tr>
</tbody>
</table>

Superscripts:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>stagnation condition</td>
</tr>
<tr>
<td>( \infty )</td>
<td>free stream condition</td>
</tr>
</tbody>
</table>

---
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I. Introduction

The compressible high speed motion of gases has long been a challenging area of investigation in fluid dynamics. A wealth of new and often unexpected phenomena are frequently reported under compressible fluid conditions, thus making their mathematical treatment crucial for a meaningful physical description. Examples include numerous industrial systems and almost all high energy yield devices such as combustors, rocket motors, jet engines, gas turbines, and internal combustion engines, where flowfields undergo significant levels of compression and expansion.\(^1\)

The analysis of high speed gases is not only relevant to internal flows, but also to unbounded motions that arise in external aerodynamics. In this context, adequate understanding of the shock wave/structure interactions has been shown to be essential for the proper design of airborne vehicles.\(^2\) The recent thrust in modeling hypersonic flows with their underpinning challenges such as heating, molecular dissociation and supersonic combustion\(^3\) constitutes another such example where fluid compression can have substantial ramifications on vehicle design,\(^4\) mission profile, and flight envelope. Unquestionably, the need for improved modeling capabilities continues to grow.\(^5,6\)

In its simplest form, the key characteristic of a compressible fluid may be represented by the relative speeds of convective and acoustic propagation of disturbances. Their actual ratio constitutes the well known Mach number that gauges the relative intensity of compressibility forces. When the acoustic waves are at least one order of magnitude faster than their convective counterparts \((M < 0.3)\), one may safely dismiss the effect of compressibility; otherwise, its inclusion is often required.

The basic description of high speed gaseous motion is represented by a nonlinear set of partial differential equations that may be considered as a generalization of the Navier-Stokes equations. These equations require a variety of closure models to completely determine the thermodynamic state of the system at hand. In the early development of external aerodynamics, the favored methods were based on reduced-order models, such as one-dimensional formulations, to facilitate the integrability of the compressible flow equations.\(^7\) With simulation science becoming a mature field, less modeling is now required as numerical methods have markedly evolved and are now fully capable of handling the attendant equations.\(^8\) Nonetheless, with the advent of improved numerical modeling capabilities, a variety of convergence, stiffness and stability issues emerge as well.\(^9,10\) Today, reduced-order formulations and limiting process approximations continue to receive favor in many research circles.\(^11-13\) One such example corresponds to the low-Mach number limit that has been successfully used to model acoustic waves,\(^14\) reactive gases,\(^9\) solid rocket motor (SRM) flowfields,\(^15-18\) and atmospheric air\(^19,20\) in the subsonic regime.

Another reduction in complexity is accomplished by relaxing overly constraining features of the problem. Traditionally used assumptions lead to inviscid, adiabatic, and non-reactive models. These are useful when the solution being sought is to be employed as a first approximation. For example, the model may provide the outer solution of an elaborate problem that involves, as the case may be, both outer and inner flow regions. A classic example is the study of acoustic instability in solid rocket motors where the outer mean flow is sometimes assumed to be irrotational in the farfield\(^21-23\) to the extent that boundary layers may be dealt with separately.\(^24-26\) In this manuscript, we consider one such limiting case for the compressible description of gases. We begin by deriving the equations of motion for a steady, irrotational, compressible flow in general orthogonal coordinates. This will be accomplished using two distinct formulations that rely either on the velocity potential or the streamfunction. We will also discuss the Rayleigh-Janzen asymptotic technique needed to solve these equations in the low-Mach number limit. While the procedure will be shown to be straightforward with the velocity potential, auxiliary relations will be required when using the streamfunction formulation. Finally, two particular case studies will be presented for the irrotational compressible flow in SRMs using both planar and axisymmetric settings.

II. Mathematical Formulation

To obtain the desired form of the compressible potential equation, proper normalization of variables must be effectuated. In what follows, starred variables allude to dimensional quantities, and subscripted parameters denote constants taken at reference conditions:

\[
\begin{align*}
x &= \frac{x^*}{a_0}; & u &= \frac{u^*}{U_\infty}; & c &= \frac{c^*}{c_0}; & M_\infty &= \frac{U_\infty}{c_0} \\
\psi &= \frac{\psi^*}{U_\infty \rho_0 a_0}; & \phi &= \frac{\phi^*}{U_\infty \rho_0}; & \rho &= \frac{\rho^*}{\rho_0}; & p &= \frac{p^*}{p_0}
\end{align*}
\]

\(1\)
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To be specific, the reference values denote, successively: \( \rho_0 \), the reference density, \( a_0 \), some reference length (e.g. pipe radius or channel half height), \( U_\infty \), the reference mean flow speed (e.g. sidewall injection or free stream speed), and \( c_0 \), the reference speed of sound. For injection driven flows, the reference conditions may be taken at the injecting surfaces, whereas the free stream condition may be more convenient to designate as a benchmark for external flows.

A. Velocity Potential

In the interest of portability, vector notations will be maintained as much as possible. We start with the steady-state continuity equation for a compressible fluid of density \( \rho^* \). This may be written as

\[
\nabla^* \cdot (\rho^* u^*) = 0 \quad (2)
\]

Given that the flow is irrotational, the velocity field can be represented as the gradient of a scalar. Then, substituting \( u^* = \nabla^* \phi^* \) in Eq. (2), we can put

\[
\nabla^* \cdot (\rho^* \nabla^* \phi^*) = 0 \quad (3)
\]

or, more conveniently

\[
\nabla^* \phi^* = -\frac{1}{\rho^*} \nabla^* \phi^* \cdot \nabla^* \rho^* \quad (4)
\]

It is clear from Eq. (3) that, when the flow is homogeneously incompressible (i.e. \( \nabla^* \rho^* = 0 \)), the Laplace equation for incompressible irrotational flow is restored identically, viz. \( \nabla^2 \phi = 0 \).

The second step consists of expressing the gradient of the density in terms of the velocity potential \( \phi^* \). This may be arrived at by using the definition of the speed of sound. In dimensional form, we recall that

\[
d\rho^* \cdot d\rho^* \equiv c^*^2 \quad (5)
\]

It follows that the density and pressure gradients remain intimately connected through

\[
\nabla^* \rho^* = \frac{1}{c^*^2} \nabla^* p^* \quad (6)
\]

It may be important to remark that the speed of sound in Eq. (6) varies spatially, i.e. \( c^* = c^* (x) \). To complete the specification of the density in terms of the velocity potential, the Euler momentum equation may be approached to connect the pressure to the velocity. This is accomplished by setting

\[
\nabla^* \rho^* = -\rho^* u^* \cdot \nabla^* u^* = -\rho^* \left( \frac{1}{2} \nabla^* u^2 - u^* \times \nabla^* \times u^* \right) = -\frac{1}{2} \rho^* \nabla^* u^2 \quad (7)
\]

where the condition of irrotationality, \( \nabla^* \times u^* = 0 \), has been used. By making proper substitutions into Eq. (3), we are left with

\[
\nabla^* \phi^* = \frac{1}{2c^*^2} \nabla^* \phi^* \cdot \nabla^* u^2 \quad (8)
\]

This equation is identical to the compressible potential equation that appears in classic monographs on the subject. To make further headway, the local speed of sound must be expressed in terms of the velocity potential and the free stream or reference condition. For this, we make use of the energy equation which, for irrotational motion, is characterized by a stagnation energy that stays invariant throughout the flowfield. Using \( h^* \) to denote the flow enthalpy, conservation of energy may be stated as

\[
h^* + \frac{1}{2} u^2 = h_0^* + \frac{1}{2} U_0^2 \quad \text{const} \quad (9)
\]

or

\[
c^*^2 = \frac{\gamma}{\gamma - 1} U_0^2 - \frac{\gamma - 1}{2} u^2 \quad (10)
\]

A simple rearrangement of Eq. (10) yields

\[
c^*^2 = c_0^2 + \frac{\gamma - 1}{2} U_0^2 - \frac{\gamma - 1}{2} u^2 \quad (11)
\]
This relation enables us to connect the local speed of sound to the reference parameters and local velocity. It constitutes a crucial step in our analysis. By substituting \( c^* \) into Eq. (8), we get

\[
c^2 \nabla^2 \phi^* = \left( c_0^2 + \frac{\gamma - 1}{2} U_0^2 - \frac{\gamma - 1}{2} u^2 \right) \nabla^2 \phi^* = \frac{1}{2} \nabla^* \phi^* \cdot \nabla^* u^2
\]  

(12)

At this juncture, the normalization given in Eq. (1) may be inserted to obtain

\[
\left( c_0^2 + \frac{\gamma - 1}{2} U_\infty^2 U_0^2 - \frac{\gamma - 1}{2} U_0^2 u^2 \right) U_\infty^2 \nabla^2 \phi = \frac{U_\infty^3}{2a} \nabla \phi \cdot \nabla u^2
\]  

(13)

Then, multiplying by \( a/U_\infty^3 \) gives

\[
\left( \frac{c_0^2}{U_\infty^2} + \frac{\gamma - 1}{2} U_0^2 - \frac{\gamma - 1}{2} u^2 \right) \nabla^2 \phi = \nabla \phi \cdot \nabla u^2
\]  

(14)

Recognizing the inverted mean flow Mach number in the first member of Eq. (14), we multiply through by \( M_\infty^2 \) and write

\[
\left( 1 + M_\infty^2 \frac{\gamma - 1}{2} U_0^2 - M_\infty^2 \frac{\gamma - 1}{2} u^2 \right) \nabla^2 \phi = M_\infty^2 \nabla \phi \cdot \nabla u^2
\]  

(15)

We thus arrive at the following compact form,

\[
\nabla^2 \phi = \frac{1}{2} M_\infty^2 \left[ \nabla \phi \cdot \nabla u^2 + (\gamma - 1) \left( u^2 \nabla^2 \phi - U_0^2 \nabla^2 \phi \right) \right]
\]  

(16)

In terms of the velocity potential, an equivalent expression is

\[
\nabla^2 \phi = \frac{1}{2} M_\infty^2 \left[ \nabla \phi \cdot \nabla \left( \nabla \phi \right)^2 + (\gamma - 1) \left( \nabla \phi \right)^2 \nabla^2 \phi - (\gamma - 1) U_0^2 \nabla \phi \right]
\]  

(17)

In most practical cases, the reference point is taken at the stagnation condition for which \( U_0 = 0 \). Other possible reference values include conditions in the free stream or inlet plane where properties are fixed. In our case, Eq. (17) reduces to

\[
\nabla^2 \phi = \frac{1}{2} M_\infty^2 \left[ \nabla \phi \cdot \nabla \left( \nabla \phi \right)^2 + (\gamma - 1) \left( \nabla \phi \right)^2 \nabla^2 \phi \right]
\]  

(18)

The Poisson equation given above provides the complete description of an irrotational compressible fluid in orthogonal coordinates. Its analytical solution warrants the use of limiting cases such as the low-Mach approximation. This is illustrated in Sec. III where the Rayleigh-Janzen expansion is detailed.

**B. Streamfunction Formulation**

For two-dimensional problems, the compressible equation of motion may be expressed in terms of the streamfunction. In this case, one may readily invoke the condition of irrotationality \( \Omega = \nabla \times \mathbf{u} = 0 \) to extract an equation for the streamfunction. Having a single useful component perpendicular to the plane of motion, the vorticity for the planar flow problem may be written as

\[
\Omega = \frac{\partial u}{\partial y} - \frac{\partial v}{\partial x} = 0
\]  

(19)

where \( u \) and \( v \) denote the axial and transverse velocity components, respectively. One can introduce the compressible streamfunction using the standard definition,

\[
u = \frac{1}{\rho} \frac{\partial \phi}{\partial y} - \frac{1}{\rho} \frac{\partial \phi}{\partial x}
\]  

(20)

Upon inserting Eq. (20) into Eq. (19), we obtain

\[
\nabla^2 \psi = \frac{1}{\rho} \nabla \rho \cdot \nabla \psi
\]  

(21)

For axisymmetric motion in cylindrical coordinates, a similar analysis leads to

\[
\nabla^2 \psi - \frac{2}{r} \frac{\partial \psi}{\partial r} = \frac{1}{\rho} \nabla \rho \cdot \nabla \psi
\]  

(22)
with
\[ u = -\frac{1}{\rho r} \frac{\partial \psi}{\partial z}; \quad w = \frac{1}{\rho r} \frac{\partial \psi}{\partial r} \]

where \( u \) and \( w \) stand for the radial and axial velocities, respectively. Combining the planar and axisymmetric formulations into one, we get
\[ D^2 \psi = \frac{1}{\rho} \nabla \rho \cdot \nabla \psi; \quad D^2 = \begin{cases} \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} & \text{planar} \\ \frac{\partial^2}{\partial r^2} - \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} & \text{axisymmetric} \end{cases} \]

where \( D^2 \) is a differential operator whose form depends on the coordinate system under consideration. At this stage, the density gradient may be eliminated in favor of the streamfunction. By using Eq. (6), we extract
\[ D^2 \psi = -M_{\infty}^2 \frac{\gamma - 1}{2c^2} \nabla \rho \cdot \nabla \psi \]

Finally, using Eq. (5), we obtain
\[ D^2 \psi = \frac{1}{2} (\gamma - 1) M_{\infty}^2 u^2 \cdot \nabla \psi \]

Equation (26) represents the streamfunction formulation for the steady, compressible, and irrotational two-dimensional flow. Its solution may be sought by assuming a low Mach number in a regular perturbation expansion that will be illustrated next.

III. Low Mach Number Solution

The Rayleigh-Janzen expansion \(^{28,29}\) is a regular perturbation series in even (or odd) powers of the Mach number that is particularly suited for compressible flow problems. Majdalani \(^{15}\) and Maicke and Majdalani \(^{16}\) have successfully applied it to the compressible rotational flow in a porous cylinder and channel, respectively. In the case of the irrotational compressible field, a similar expansion is in order. In fact, one can justify the use of even powers of the Mach number by recognizing that, in Eqs. (18) and (24), the square of the Mach number appears explicitly. In this scheme, a scalar (or vector) \( \phi \) may be decomposed as follows:
\[ \varphi = \varphi_0 + M_{\infty}^2 \varphi_1 + M_{\infty}^4 \varphi_2 + \ldots + M_{\infty}^{2N} \varphi_N + O(M_{\infty}^{2N+2}) = \sum_{n=0}^{N} M_{\infty}^{2n} \varphi_n + O(M_{\infty}^{2N+2}) \]

This expansion may be applied to the velocity potential as well as to the streamfunction.

A. Velocity Potential

In this situation, the velocity potential may be expressed as
\[ \phi = \sum_{n=0}^{N} M_{\infty}^{2n} \phi_n + O(M_{\infty}^{2N+2}) \]

Its substitution into the velocity potential formulation given by Eq. (18) precipitates

\[ O(0) : \quad \nabla^2 \phi_0 = 0 \]
\[ O(M_{\infty}^2) : \quad \nabla^2 \phi_1 = \frac{1}{2} \nabla \phi_0 \cdot \nabla [ (\nabla \phi_0)^2 ] \]
\[ O(M_{\infty}^4) : \quad \nabla^2 \phi_2 = \nabla \phi_0 \cdot \nabla (\nabla \phi_0 \cdot \nabla \phi_1) + \frac{1}{2} \nabla \phi_1 \cdot \nabla [ (\nabla \phi_0)^2 ] + \frac{1}{2} (\gamma - 1) (\nabla \phi_0)^2 \nabla^2 \phi_1 \]
\[ \vdots \]
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Note that $\nabla^2 \phi_0 = 0$ is employed to reduce the first and second orders in Eqs. (30) and (31). This set of equations is closed; with the specification of suitable boundary conditions, it offers a practical model for irrotational flow analysis. In the next section, we illustrate the procedure for obtaining an alternate perturbation solution using Eq. (24) as a starting point.

**B. Streamfunction Formulation**

In our quest for a perturbation approximation, it may be argued that Eq. (24) is more advantageous from an algebraic perspective. By applying the Rayleigh-Janzen expansion technique to all flowfield variables, an assortment of consecutive series is produced, namely,

$$
\begin{align*}
\psi &= \psi_0 + M_{\infty}^2 \psi_1 + M_{\infty}^4 \psi_2 + O(M_{\infty}^6) \\
u &= u_0 + M_{\infty}^2 u_1 + M_{\infty}^4 u_2 + O(M_{\infty}^6) \\
p &= 1 + M_{\infty}^2 p_1 + M_{\infty}^4 p_2 + O(M_{\infty}^6) \\
\rho &= 1 + M_{\infty}^2 \rho_1 + M_{\infty}^4 \rho_2 + O(M_{\infty}^6)
\end{align*}
$$

The first three order of $M_{\infty}^2$ yield $\psi$ in powers of $O(0)$:

$$
\begin{align*}
O(0) : & \quad D^2 \psi_0 = 0 \\
O(M_{\infty}^2) : & \quad D^2 \psi_1 = \nabla p_1 \cdot \nabla \psi_0 \\
O(M_{\infty}^4) : & \quad D^2 \psi_2 = -p_1 \nabla^2 \psi_1 + \nabla \rho_1 \cdot \nabla \psi_1 + \nabla \rho_2 \cdot \nabla \psi_0
\end{align*}
$$

To close Eqs. (36)–(38), an approximation for the density is needed at every order. This can be achieved by invoking the isentropic relation

$$
\rho = p^{1/\gamma}
$$

Subsequently, by expanding the density and the pressure, we reap

$$
\begin{align*}
O(0) : & \quad \rho_0 = 1 \\
O(M_{\infty}^2) : & \quad \rho_1 = \frac{p_1}{\gamma} \\
O(M_{\infty}^4) : & \quad \rho_2 = \frac{p_2}{\gamma} + \frac{1-\gamma}{2\gamma^2} p_1^2
\end{align*}
$$

As for the pressure itself, a Rayleigh-Janzen expansion may be applied to the Euler momentum relation given by Eq. (7). This enables us to identify the first three orders for $p$, specifically

$$
\begin{align*}
O(0) : & \quad \nabla \rho_0 = 0 \\
O(M_{\infty}^2) : & \quad \nabla p_1 = -\frac{1}{2} \gamma \rho_0 \nabla u_0^2 \\
O(M_{\infty}^4) : & \quad \nabla p_2 = -\frac{1}{2} \gamma \rho_1 \nabla u_0^2 - \gamma \nabla (u_0 \cdot \nabla u_1)
\end{align*}
$$

Clearly, the solution using the streamfunction requires evaluation of the pressure, density, and velocity at every consecutive order. This additional effort appears to be more labor-intensive than using the velocity potential formulation in which these properties are simply bypassed. Nonetheless, it must be borne in mind that the pressure and density remain of primary interest and so their evaluation will be required at some point even when using the velocity potential.

**IV. Case Studies**

In order to illustrate the usefulness of the orthogonal coordinate formulation, two case studies are considered and tracked from initial treatment to final expression. Both studies employ symmetry assumptions to reduce the domain to a two-dimensional form so that both the potential and streamfunction approaches may be employed. For three-dimensional problems, only the potential formulation will be viable.
A. Planar Case of a Slab Rocket Motor

The slab or rectangular rocket motor, though rarely considered for commercial applications, remains of direct relevance to theoretical\textsuperscript{30,31} and experimental researchers.\textsuperscript{32,33} A schematic of the system is provided in Fig. 1. The geometric setting gives rise to a simplified set-up for data acquisition, visualization, and modeling, while still retaining many of the essential features of the problem under investigation. The corresponding analytical model is comprised of a rectangular channel of half-height $a_0$ and length $L_0$. The top and bottom walls allow injection at a constant velocity $U_w$ while the headwall remains impermeable. Symmetry justifies a domain reduction to a half-chamber when the coordinate system is placed judiciously at the center of the headwall. By taking the half-height as the characteristic length according to Eq. (1), the domain is rescaled to $0 \leq x \leq L$ and $0 \leq y \leq 1$, where $L = L_0/a_0$. As for the boundary conditions, they are given by:

\begin{align*}
&v(x, 0) = \frac{\partial \phi(x, 0)}{\partial y} = 0 \quad \text{(symmetry condition)}; \quad \phi(0, 0) = 0 \quad \text{(potential datum)} \\
&v(x, 1) = \frac{\partial \phi(x, 1)}{\partial y} = -1 \quad \text{(sidewall injection)}; \quad u(0, y) = \frac{\partial \phi(0, y)}{\partial x} = 0 \quad \text{(inert headwall)}
\end{align*}

These equalities must be imposed at the leading order only. For subsequent corrections, a zero right-hand-side is used lest the base solution is unduly modified.

1. Potential Solution

The analysis begins by expressing Eq. (29) in rectangular coordinates, namely,

\begin{equation}
\frac{\partial^2 \phi_0}{\partial x^2} + \frac{\partial^2 \phi_0}{\partial y^2} = 0 \tag{48}
\end{equation}

This, after separation of variables, produces the familiar polynomial,

\begin{equation}
\phi_0 = \frac{1}{2} \nu x^2 + C_1 x + C_2 - \frac{1}{2} \nu y^2 + C_3 y + C_4 \tag{49}
\end{equation}

Here $\nu$ is the leading-order separation constant. By virtue of Eq. (46), we find $C_3 = 0$. Subsequently, the potential datum eliminates the constants $C_2$ and $C_4$. Then, the separation constant becomes $\nu = 1$ due to Eq. (47) and, lastly, the inert headwall boundary condition renders $C_1 = 0$. The resulting leading-order potential solution becomes

\begin{equation}
\phi_0 = \frac{1}{2} (x^2 - y^2) \tag{50}
\end{equation}

With the leading-order potential fully determined, the pressure correction may be obtained directly from the first-order momentum equation, specifically from Eq. (44) in Cartesian coordinates:

\begin{equation}
\nabla p_1 = -\frac{1}{2} \gamma \left[ \left( \frac{\partial \phi_0}{\partial x} \right)^2 + \left( \frac{\partial \phi_0}{\partial y} \right)^2 \right] \tag{51}
\end{equation}
After integration, the pressure correction becomes

\[ p_1 = -\frac{1}{2} \gamma (x^2 + y^2) \]  

(52)

Having determined \( \phi_0 \) and its derivatives, the first compressible correction to the potential function may be retrieved from Eq. (30). After converting the vector form into rectangular coordinates, we find

\[ \frac{\partial^2 \phi_1}{\partial x^2} + \frac{\partial^2 \phi_1}{\partial y^2} = \frac{1}{2} \left( \frac{\partial \phi_0}{\partial x} \hat{x} + \frac{\partial \phi_0}{\partial y} \hat{y} \right) \left[ 2 \frac{\partial \phi_0}{\partial x} \frac{\partial^2 \phi_0}{\partial x^2} + 2 \frac{\partial \phi_0}{\partial x} \frac{\partial^2 \phi_0}{\partial x \partial y} + 2 \frac{\partial \phi_0}{\partial y} \frac{\partial^2 \phi_0}{\partial y^2} \right] \hat{y} \]  

(53)

where the right-hand-side members collapse into

\[ \frac{\partial^2 \phi_1}{\partial x^2} + \frac{\partial^2 \phi_1}{\partial y^2} = \left( \frac{\partial \phi_0}{\partial x} \right)^2 \frac{\partial^2 \phi_0}{\partial x^2} + 2 \frac{\partial \phi_0}{\partial x} \frac{\partial \phi_0}{\partial y} \frac{\partial^2 \phi_0}{\partial x \partial y} + \left( \frac{\partial \phi_0}{\partial y} \right)^2 \frac{\partial^2 \phi_0}{\partial y^2} \]  

(54)

Since the leading-order potential function contains no mixed products of \( x \) and \( y \), the mixed derivatives vanish; we are left with

\[ \frac{\partial^2 \phi_1}{\partial x^2} + \frac{\partial^2 \phi_1}{\partial y^2} = x^2 - y^2 \]  

(55)

Using an additive rather than multiplicative separation of variables ansatz, we extract

\[ \phi_1 = \frac{1}{12} x^4 + \frac{1}{2} k x^2 + K_1 x + K_2 - \frac{1}{12} y^4 - \frac{1}{2} k y^2 + K_3 x + K_4 \]  

(56)

The boundary conditions may be applied in the same manner as the leading order, though in this instance a null value is enforced on the right-hand-side of all conditions to ensure that the solution at any order fulfills the same physical requirements. This process results in all of the \( K \) constants vanishing except for the separation constant, \( k = -\frac{1}{2} \). The complete first-order potential function becomes

\[ \phi_1 = \frac{1}{12} (x^4 - y^4) + \frac{1}{6} (y^2 - x^2) \]  

(57)

The pressure companion may be readily determined from Eq. (45) through substitution and integration of the \((\phi_0, \phi_1)\) pair; the second-order pressure is found to be

\[ p_2 = \gamma \left[ \frac{1}{4} x^2 y^2 + \frac{1}{3} (x^2 + y^2) - \frac{5}{24} (x^4 + y^4) \right] \]  

(58)

2. Streamfunction Solution

The procedure for determining the streamfunction is analogous to that used for the potential function. The geometric set-up is identical, as are the boundary conditions, though they must be adapted to the streamfunction formulation. Following the definition of \( \psi \) given by Eq. (23), we have

\[ \rho_0(x, 0) = \frac{\partial \psi_0(x, 0)}{\partial x} = 0; \quad \psi_0(0, 0) = 0 \]  

(59)

\[ \rho_0(x, 1) = \frac{\partial \psi_0(x, 1)}{\partial x} = 1; \quad u_0(0, y) = \frac{\partial \psi_0(x, 0)}{\partial y} = 0 \]  

(60)

The \( \psi_0 \)-equation, when expressed in rectangular coordinates, emerges as an expression of a vanishing Laplacian,

\[ \frac{\partial^2 \psi_0}{\partial x^2} + \frac{\partial^2 \psi_0}{\partial y^2} = 0 \]  

(61)

While this form is identical to that of the potential equation at leading order, it may be inferred by the change in boundary conditions that a different solution will be achieved here. Using multiplicative separation of variables and applying Eqs. (59)–(60), we promptly deduce

\[ \psi_0 = xy \]  

(62)
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Before addressing the first-order correction, the pressure and the density must be specified. Because the same fundamental assumptions are used for the potential and streamfunction cases, one can simply use the pressure according to Eq. (52). Alternatively, the pressure may be found by substituting the streamfunction definitions for the velocity terms into Eq. (44). Both methods return the same result. Once the pressure is known, the density may be deduced from the isentropic relation. In this case, Eq. (42) yields

$$\rho_1 = -\frac{1}{2} (x^2 + y^2)$$

(63)

With $\rho_1$ in hand, the first compressible correction to $\psi$ may be pursued. Expressed in the Cartesian coordinate system, we have

$$\frac{\partial^2 \psi_1}{\partial x^2} + \frac{\partial^2 \psi_1}{\partial y^2} = \frac{\partial \rho_1}{\partial x} \frac{\partial \psi_0}{\partial x} + \frac{\partial \rho_1}{\partial y} \frac{\partial \psi_0}{\partial y}$$

(64)

The auxiliary conditions on the first-order correction are more elaborate as they involve both the density and the streamfunction. They beget:

$$v_1(x, 0) = \frac{\partial \psi_1(x, 0)}{\partial x} - \rho_1 \frac{\partial \psi_0(x, 0)}{\partial x} = 0; \quad \psi_1(0, 0) = 0$$

(65)

$$v_1(x, 1) = \frac{\partial \psi_1(x, 1)}{\partial x} - \rho_1 \frac{\partial \psi_0(x, 1)}{\partial x} = 0; \quad u_1(0, y) = \frac{\partial \psi_1(0, y)}{\partial y} - \rho_1 \frac{\partial \psi_0(0, y)}{\partial y} = 0$$

(66)

At this point in the analysis, the terms on the right-hand-side of Eqs. (64)–(66) are already known. Their backward substitution leads to

$$\frac{\partial^2 \psi_1}{\partial x^2} + \frac{\partial^2 \psi_1}{\partial y^2} = -2xy$$

(67)

which is subject to

$$v_1(x, 0) = \frac{\partial \psi_1(x, 0)}{\partial x} = 0; \quad \psi_1(0, 0) = 0$$

(68)

$$u_1(0, y) = \frac{\partial \psi_1(0, y)}{\partial y} = 0; \quad v_1(x, 1) = \frac{\partial \psi_1(x, 1)}{\partial x} = -\frac{1}{2} - \frac{x^2}{2}$$

(69)

With the boundary conditions serving as a guide, the solution may be inferred to be a combination of the homogenous and particular parts, namely,

$$\psi_1 = a_0 + a_1 xy + a_2 x^3 y + a_3 xy^3$$

(70)

At length, judicious application of the boundary conditions reveals

$$\psi_1 = -\frac{1}{3} xy - \frac{1}{6} (x^3 y + xy^3)$$

(71)

**B. Axisymmetric Case of a Cylindrical Rocket Motor**

The potential flow in a cylindrical rocket motor was first addressed by the authors without the benefit of the generalized framework. It is presented here as an additional avenue for validating the coordinate-independent formulation. The geometry consists of a right rectangular cylinder of radius $a_0$ and length $L_0$. The sidewalls of the cylinder are permeable, permitting a constant radial injection, $U_e$. The origin is placed at the center of the inert headwall and symmetry enables us to reduce the domain to the region delineated by $0 \leq r \leq 1$ and $0 \leq z \leq L$, where the reference length employed is the radius of the chamber. Mathematically these boundary conditions translate into

$$u_e(0, z) = \frac{\partial \phi(0, z)}{\partial r} = 0; \quad \phi(0, 0) = 0$$

(72)

$$u_e(r, 0) = \frac{\partial \phi(r, 0)}{\partial z} = 0; \quad u_e(1, z) = \frac{\partial \phi(1, z)}{\partial r} = -1$$

(73)

In keeping with perturbation theory, these conditions are enforced at the leading order only; as usual, null conditions are applied at subsequent orders everywhere else.
1. Potential Solution

To initiate the solution for the circular-port chamber, Eq. (29) may be expanded in cylindrical coordinates viz.

$$\frac{\partial^2 \phi_0}{\partial r^2} + \frac{1}{r} \frac{\partial \phi_0}{\partial r} + \frac{\partial^2 \phi_0}{\partial z^2} = 0 \quad (74)$$

The outcome may be inferred using additive separation of variables; we get

$$\phi_0 = \frac{1}{4} \nu r^2 + C_1 \ln r + C_2 - \frac{1}{2} \nu z^2 + C_3 z + C_4 \quad (75)$$

As with the slab rocket motor case, the boundary conditions result in all constants vanishing except for the $\nu = -2$ value that may be retrieved from Eq. (73). The axisymmetric leading-order potential becomes

$$\phi_0 = -\frac{1}{2} r^2 + z^2 \quad (76)$$

Next, the thermodynamic variables $p_1$ and $\rho_1$ may be extracted from the momentum and the isentropic relations, respectively. Beginning with Eq. (44) and expanding in scalar form, we find

$$\nabla p_1 = -\frac{1}{2} \gamma \left[ \left( \frac{\partial \phi_0}{\partial r} \right)^2 + \left( \frac{\partial \phi_0}{\partial z} \right)^2 \right] \quad (77)$$

whose integration yields

$$p_1 = -\frac{1}{2} \gamma \left( r^2 + 4z^2 \right) \quad (78)$$

It may hence be seen that compressibility effects are first introduced in the first-order correction. The coordinate-independent equation at the first order, when written in terms of $(r, z)$, unfolds into

$$\frac{\partial^2 \phi_1}{\partial r^2} + \frac{1}{r} \frac{\partial \phi_1}{\partial r} + \frac{\partial^2 \phi_1}{\partial z^2} = \left( \frac{\partial \phi_0}{\partial r} \right)^2 \frac{\partial^2 \phi_0}{\partial r^2} + 2 \frac{\partial \phi_0}{\partial r} \frac{\partial^2 \phi_0}{\partial r \partial z} + \left( \frac{\partial \phi_0}{\partial z} \right)^2 \frac{\partial^2 \phi_0}{\partial z^2} \quad (79)$$

For this particular case, no terms in $\phi_0$ contain products of $r$ and $z$, so the mixed derivatives vanish identically. Inserting Eq. (76) at the right-hand-side of Eq. (79) leaves us with

$$\frac{\partial^2 \phi_1}{\partial r^2} + \frac{1}{r} \frac{\partial \phi_1}{\partial r} + \frac{\partial^2 \phi_1}{\partial z^2} = -r^2 + 8z^2 \quad (80)$$

Once again, an additive separation of variables may be employed to deliver

$$\phi_1 = \kappa \frac{r^2}{4} - \frac{r^4}{16} + K_1 \ln r + K_2 + \frac{2}{3} r^4 - \frac{\kappa}{2} r^2 + K_3 z + K_4 \quad (81)$$

Here $\kappa$ is the first-order separation constant. As before, the null auxiliary conditions may be imposed to the extent of retrieving

$$\phi_1 = \frac{r^2}{8} - \frac{r^4}{16} + \frac{2}{3} r^4 \frac{4}{3} z^2 \quad (82)$$

Consequently, the compressible pressure correction may be produced from Eq. (45) where direct integration renders

$$p_2 = -\gamma \left[ \frac{1}{8} \left( r^4 - 2r^2 \right) - r^2 z^2 + \frac{10}{3} z^4 - z^2 \right] \quad (83)$$

2. Streamfunction Solution

Given no variations in the azimuthal direction, the streamfunction approach may be resorted to as a viable alternative in cylindrical coordinates. The leading-order equation in this case changes to

$$\frac{\partial^2 \psi_0}{\partial r^2} - \frac{1}{r} \frac{\partial \psi_0}{\partial r} + \frac{\partial^2 \psi_0}{\partial z^2} = 0 \quad (84)$$
It may be important to note the sign switch in the second member of Eq. (84); the minus sign distinguishes this expression from its potential counterpart. This particular change in sign is what justifies the use of \( D^2 \) in lieu of \( \nabla^2 \) in the streamfunction formulation. After separation of variables and application of the requisite conditions, the leading-order streamfunction emerges, namely,

\[
\psi_0 = r^2 z \tag{85}
\]

Afterwards, the pressure term may be derived from the potential solution or solved independently using the momentum equation written in terms of \( \psi \). Both methods lead to Eq. (78). The density can then be evaluated from the isentropic relation,

\[
\rho_1 = -\frac{1}{2} (r^2 + 4z^2) \tag{86}
\]

With the density term in hand, the first-order streamfunction equation reduces to

\[
\frac{\partial^2 \psi_1}{\partial r^2} - \frac{1}{r} \frac{\partial \psi_1}{\partial r} + \frac{\partial^2 \psi_1}{\partial z^2} = -6r^2 z \tag{87}
\]

Its solution, after separation of variables and application of homogeneous conditions, collapses into

\[
\psi_1 = -\frac{1}{4} r^2 z - \frac{1}{4} r^4 z - \frac{2}{3} r^2 z^3 \tag{88}
\]

V. Results and Discussion

Before proceeding with the results, a summary of the key relations is provided to enhance clarity. For planar flow in a slab motor, the principle variables may be evaluated from

\[
\phi = \frac{1}{2} (x^2 - y^2) + \left[ \frac{1}{12} (x^4 - y^4) + \frac{1}{6} (y^2 - x^2) \right] M_{\infty}^2 \tag{89}
\]

\[
\psi = xy + \left[ -\frac{1}{3} xy - \frac{1}{6} (x^2 + y^2) xy \right] M_{\infty}^2 \tag{90}
\]

\[
p = 1 - \frac{\gamma}{2} (x^2 + y^2) M_{\infty}^2 + \gamma \left[ \frac{1}{4} x^2 y^2 + \frac{1}{3} (x^2 + y^2) - \frac{5}{24} (x^4 + y^4) \right] M_{\infty}^4 \tag{91}
\]

\[
\rho = 1 - \frac{1}{2} (x^2 + y^2) M_{\infty}^2 \tag{92}
\]

\[
u = x + \frac{1}{3} (x^2 - 1) x M_{\infty}^2; \quad v = -y + \frac{1}{3} (1 - y^2) y M_{\infty}^2 \tag{93}
\]

Similarly, for the cylindrical case we find

\[
\phi = -\frac{1}{2} r^2 + z^2 + \left[ \frac{1}{16} (2 - r^2) r^2 + \frac{1}{12} (8z^2 - 3) z^2 \right] M_{\infty}^2 \tag{94}
\]

\[
\psi = r^2 z - \frac{1}{12} \left[ 3 (1 - r^2) - 8z^2 \right] r^2 z M_{\infty}^2 \tag{95}
\]

\[
p = 1 - \frac{\gamma}{2} (r^2 + 4z^2) M_{\infty}^2 - \gamma \left[ \frac{1}{8} (r^4 - 2r^2) - r^2 z^2 + \frac{10}{3} z^4 - z^2 \right] M_{\infty}^4 \tag{96}
\]

\[
\rho = 1 - \frac{1}{2} (r^2 + 4z^2) M_{\infty}^2 \tag{97}
\]

\[
u = -r + \frac{1}{4} (1 - r^2) r M_{\infty}^2; \quad v = 2z + \frac{1}{6} (16z^2 - 3) z M_{\infty}^2 \tag{98}
\]

A. Velocity Profiles

Velocity profiles are often a focus in the investigation of new flowfield models; presently, the axial and normal velocity profiles are showcased in Fig. 2. For both geometric configurations, the velocities are uniquely determined from a single spatial coordinate that varies in the direction of the velocity itself. The graph also features the
incompressible potential solution that behaves linearly. In comparison, the compressible corrections are seen to exhibit a polynomial form that introduces a slight curvature to the baseline profile. When compared to the incompressible case, the axial velocity experiences a small reduction at the headwall of the chamber before growing larger as the flow develops down the length of the chamber. As for the transverse speed, it matches the baseline approximation (and hence, the boundary conditions) at both ends of the domain, although its absolute value slightly diminishes for $0 < r < 1$. The compressible contribution is largest in the middle of the domain, specifically at $r = y = 1/\sqrt{3} \approx 0.57735$.

In comparing the planar and cylindrical results, some notable differences may be reported. First, the incompressible velocity in the axial direction is twice as large for the cylindrical chamber as it is for the slab. This result is consistent with the findings of Maicke and Majdalani. The doubling in speed may be ascribed to the additional mass injection that augments the flow in the cylindrical case. In contrast to the porous cylinder which is surrounded by injecting surfaces, the slab motor only permits injection from its top and bottom walls. This phenomenon is also exhibited in the compressible correction, as the first-order cylindrical term is approximately eight times as large as its Cartesian counterpart. While the normal velocities for the cylinder and slab are identical, their compressible contributions differ. In this instance, the slab normal velocity is one-third as large as the radial speed in the cylindrical chamber; nonetheless, the contribution of compressibility to the transverse velocity appears to be too small to be discerned graphically, or to pose a practical concern.
B. Critical Length

In former analyses of the sort developed here, a helpful practice has been to look for quantities that can offer deeper insight into the physics of the problem or provide new avenues for comparison. In the context of rocket motors, one such quantity is the critical length. The critical length, \( L_c \), refers to the distance from the headwall to where the axial velocity first reaches sonic conditions. It also provides a functional limit to the present domain especially that the foregoing analysis precludes supersonic behavior. Estimating the critical length can be achieved through the dimensionless equation,

\[
u^2 M_\infty^2 = T \quad \text{(planar)} \quad \text{or} \quad \nu^2 M_\infty^2 = T \quad \text{(axisymmetric)}
\]

(99)

where the equations are written for Cartesian and cylindrical coordinates, respectively. The analyses for both relations are nearly identical, so the planar flow treatment will be illustrated first, followed by a summary of both cases. To begin, Eq. (99) is expanded in both velocity and temperature while retaining a balance in the truncation error. We get

\[
u_0^2 M_\infty^2 + u_0 u_1 M_\infty^4 + u_1^2 M_\infty^6 = 1 + T_1 M_\infty^2 + T_2 M_\infty^4
\]

(100)

Next, we substitute the appropriate approximations for the velocity and temperature and ignore secondary variations in the radial direction. We obtain

\[x^2 M_\infty^2 + \frac{1}{3} \left(x^2 - 1\right) x^2 M_\infty^4 + \left[\frac{1}{3} \left(x^2 - 1\right) x\right]^2 M_\infty^6 = 1 - \frac{\gamma - 1}{2} x^2 M_\infty^2 + T_2 M_\infty^4
\]

(101)

This equation is a cubic polynomial in \( x^2 \) that can be solved explicitly. Recognizing that the full form is rather cumbersome, an asymptotic equivalent is pursued in lieu of an exact expression. Within the margin of error associated with the start-up relation, we find, for the planar geometry,

\[L_s = \sqrt{\frac{2}{3} - \frac{\gamma + 1}{2} M_\infty^2 + \frac{3(2\gamma^2 + \gamma - 1) - 2(\gamma + 1)M_\infty^2 + 2M_\infty^4 + 3a^2/\sqrt{2}}{3\sqrt{2}\alpha M_\infty^4}}
\]

(102)

For the cylindrical case, the equivalent expression reads

\[L_s = \sqrt{\frac{1}{8} - \frac{\gamma + 1}{4 M_\infty^2} + \frac{8(2\gamma^2 + \gamma - 1) - 4(\gamma + 1)M_\infty^2 + M_\infty^4 + 4\sqrt{2}a^2}{32\sqrt{2}\alpha M_\infty^4}}
\]

(103)

Here \( \alpha \) appears as a constant that is uniquely determined by the specific heat ratio; interestingly, the same \( \alpha \) is unraveled in both planar and axisymmetric configurations. It is found to be

\[\alpha = [23 + 6\gamma - 3\gamma^2 - 4\gamma^3 + 3\sqrt{59 + 30\gamma - 12\gamma^2 - 22\gamma^3 - 3\gamma^4}]^{1/3}
\]

(104)

The two expressions for \( L_s \) are compared in Fig. 3. As one may infer from the source equations, \( L_s \) will exhibit a weak sensitivity to the ratio of specific heats; however, this dependence will only slightly shifts the curves up or down with successive excursions in \( \gamma \). At the outset, only a single case, \( \gamma = 1.4 \), is shown here. By analogy to the Hagen-Poiseuille flows in rectangular channels and circular tubes, the flowfield in the planar motor takes approximately twice as long as the axisymmetric flow to cross the critical length.\(^{35,36}\) This is also consistent with the findings of the previous section where the motion in a porous cylindrical was shown to exhibit twice the speed achieved at the same axial location in a porous channel.

C. Pressure

With the critical length in hand, it is possible to not only compare the planar and axisymmetric models to each other, but also to existing studies. To this end, comparison of the present work to a number of other axisymmetric studies is furnished in Fig. 4. The Taylor-Culick\(^{22,37}\) solution refers to the incompressible, rotational motion in widespread use, while the Majdalani study\(^{15}\) alludes to the compressible extension achieved using the Rayleigh-Janzen perturbation method. We also feature the model employed by Gany and Aharon,\(^{38}\) albeit a one-dimensional representation that defines the pressure solely in terms of the axial coordinate and \( \gamma \). Two numerical simulations also listed are borrowed from Majdalani\(^{15}\) and have been acquired using a finite volume Navier-Stokes solver.
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It may be gratifying to note that when normalized by the critical distance, the Cartesian and cylindrical potential pressures become virtually identical; graphically, they collapse onto the same curve. This behavior is not entirely surprising as the solutions are fundamentally similar in nature, differing only by constant multipliers. Employing the critical length in the axial normalization serves as a catalyst that effectively cancels these differences in the two solutions. When compared to the other analytical models, the pressure distribution shows excellent agreement both in shape of the pressure curves and in the actual values displayed. The only real outlier belongs to the one-dimensional approximation of Gany and Aharon where a slightly different profile is seen. This can be attributed to the lack of two-dimensional effects in their velocity and pressure formulations.

**VI. Conclusions**

In this work, the potential equations of motion are reconstructed using a universal form that makes them applicable to two and three-dimensional flowfields, both internal and external, in a coordinate-independent framework. Two distinct formulations are advanced, one based on the potential velocity representation, and the other utilizing the streamfunction definition. While the former is applicable to multidimensional configurations, the latter is limited to two-dimensional flows that exhibit some type of symmetry or redundancy in one spatial direction. Both formulations...
are presented using a form that is amenable to direct asymptotic treatment.

By way of example, two specific test cases are considered, and these have been traditionally associated with the irrotational inviscid motion in rocket chambers.\textsuperscript{39,40} Then using a regular Rayleigh-Janzen perturbation expansion in the Mach number squared, asymptotic approximations that are accurate to the fourth order in $M_m$ are constructed independently for the planar and axisymmetric chamber geometries. Furthermore, these approximations are arrived at using both potential and streamfunction representations, thus helping to establish their equivalence in providing identical solutions to compressible flow problems.

Despite their relative simplicity, the two case studies considered here appear to be in good agreement with both lower and higher order models found in the literature. The assumption of irrotationality results in limited agreement over the shape of velocity profiles, but the ease of solution determination from the compressible potential equations makes this formulation ideal in some contexts, such as those concerned with a particular type of stability analysis. It should also be mentioned that the Rayleigh-Janzen technique employed here is only one possible solution method. Other analytical or numerical techniques,\textsuperscript{41} such as integral analysis and the Abel transform used by Akiki and Majdalani,\textsuperscript{17,18} could be used to obtain solutions that do not require the low Mach number constraint.

One of the most significant achievements here stands, perhaps, in the manner through which the compressible potential equations are recast into a formulation wherein the local speed of sound is eliminated in favor of its stagnation value. This enables us to introduce the constant mean flow Mach number at the basis of a perturbation expansion. It is hoped that the present framework will open up new avenues for research particularly in the investigation of yet undetermined compressible potentials, in two and three-dimensional space. More advanced engine concepts, such as those incorporating swirling motion, may now be treated with the newly developed methods. Finally, despite our emphasis on modeling internally burning motors in planar and cylindrical settings, the potential and streamfunction formulations outlined here can be just as easily applied to obtain compressible corrections to a large variety of internal and external flows, such as those cataloged in the NACA airfoil library. It is hoped that their treatment will receive attention in future work.
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